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ABSTRACT

Health outcomes in modern society are often shaped by peer in-
teractions. Increasingly, a significant fraction of such interactions
happen online and can have an impact on various mental health
and behavioral health outcomes. Guided by appropriate social and
psychological research, we conduct an observational study to under-
stand the interactions between clinically depressed users and their
ego-network when contrasted with a differential control group of
normal users and their ego-network. Specifically, we examine if one
can identify relevant linguistic and emotional signals from social
media exchanges to detect symptomatic cues of depression. We ob-
serve significant deviations in the behavior of depressed users from
the control group. Reduced and nocturnal online activity patterns,
reduced active and passive network participation, increase in nega-
tive sentiment or emotion, distinct linguistic styles (e.g. self-focused
pronoun usage), highly clustered and tightly-knit neighborhood
structure, and little to no exchange of influence between depressed
users and their ego-network over time are some of the observed
characteristics. Based on our observations, we then describe an
approach to extract relevant features and show that building a clas-
sifier to predict depression based on such features can achieve an
F-score of 90%.
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1 INTRODUCTION

The health and developmental outcomes in modern society are often
shaped by peer interactions. Relationships with family and care-
givers during childhood and additionally peers from adolescence
to adulthood, are critical to understanding both dimensions of well
being and sources of risk during different phases of life [38]. An in-
creasing amount of such interaction happens online via various so-
cial media platforms such as Facebook and Twitter. In fact as noted
by a recent report from the American Academy of Pediatricians
(AAP) [27] and echoed by a recent Pew study [32], social media
interactions now represent a key communication modality for the
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vast majority of US adolescents and young adults and a significant
fraction of older adults. As described in the AAP report, benefits
of social media include providing “enhanced communication and
even technical skills, opportunities for community engagement, col-
lective creativity, diversification of friendships extending beyond
the physical neighborhood”. However, such online interactions can
have a drastic impact on various mental health and behavioral
health outcomes such as depression, stress, cyberbullying and even
violence [3, 37].

Given the pervasive use of social media, and evidence presented
by such studies and reports, a key question then to ask is whether
such use departs significantly from those found in physical (offline) so-
cial networks, as studied by sociologists and psychologists for many
decades. We note that it is not our goal here to interject ourselves
in the midst of an active debate on whether online social media
use displaces (potentially higher quality) offline network interac-
tions and engenders unique risks with online activity (for example,
cyberbullying) or alternatively enhances benefits by potentially
providing additional sources of social capital beyond existing of-
fline interactions [39]. Having said that, the current study does
offer some perspectives on this debate (see key findings below). To
be more precise, guided by appropriate social theory, we seek to
engage in a simpler question and ask if modern online social media
communication exhibits similar patterns of behavior to previously
reported studies on offline social engagement. Specifically, our goal
in this observational study is to study such effects on a subset of
the US population that is active on Twitter, paying particular atten-
tion to interactions between clinically depressed individuals and
their ego-network. We also seek to examine if one can identify rel-
evant signals from social media activity, engagement and linguistic
content to detect symptomatic cues of depression. We believe that
studies like this one, which build on and serve to deepen our under-
standing of previous efforts [7, 13], and represent an important step
towards understanding the impact of social media use on mental
health and well-being.

To facilitate the analysis of our observational study, we exam-
ine network effects related to participation, engagement and ego-
neighborhood. We define network participation features to include
both passive (tweets a user is exposed to, retweets or mentions
a user receives) and active participation (mentions, retweets and
conversations made by the user). We define network experience
features to include both content (e.g., linguistic cues, emotion) and
relational dynamics (e.g., conflict/support, influence) of network
embedded interactions. We also examine neighborhood effects and
analyze key statistics of the neighborhood such as size, centrality
and affinity to form clusters or communities. Our study includes
both depressed users and their ego-net(s) as well as normal users
(control) and their ego-net(s). Some of our key findings include:


https://doi.org/http://dx.doi.org/10.1145/3079452.3079465
https://doi.org/http://dx.doi.org/10.1145/3079452.3079465

Session: Social Media

o Withrespect to participatory statistics, users suffering from
depression tend to: i) post less frequently as well as later in
the evening when compared to their normal counterparts,
which agrees with offline studies; ii) have smaller networks
with densely clustered pockets; iii) less frequently refer
explicitly to their network partners online via retweets and
mentions; and iv) have a slightly lower regional entropy
for their ego-network (i.e. higher co-location within ego-
net) as compared to the non-depressed class of users (see
Table 1).

e With respect to engagement and responsiveness, the re-
sults largely agree with offline studies, that users suffering
from depression are less engaged with their network, and
neither influence nor are influenced by their network to
any significant extent (see Table 2). However, we do find
depressed users receiving reasonable social capital from
their online neighbors in terms of reacting to their state of
mind via supportive tweets (see Figure 1).

o There is a strong presence of linguistic cues such as self-
focused pronoun usage by depressed users online, support-
ing various offline studies. The differential analysis with
respect to the normal class of users is particularly stark
and compelling (see Figure 3).

o A majority of depressed users exhibit strong negative emo-
tion in their tweets while their general ego-network tends
to be positive (see Figure 5). Moreover, for most depressed
users we do not observe much periodicity in their emo-
tional signal with respect to days of the week. On the other
hand, non-depressed users tend to be more positive and cor-
related with their ego-network, showing typical trends of
being less positively valenced in their posts during the start
of the work week and more positive towards the weekend,
agreeing with psychological theory (see Figure 4).

The cues above allow us to build a feature set comprising net-
work, content and user based features which illustrates that in an
unsupervised setting, normal users and depressed users are separa-
ble. In a supervised setting, we find that using the same feature set
one can build a classifier to classify depressed individuals, which
achieves an F1-score of 90%.

2 DATA COLLECTION

Before describing our methodology and key questions we seek to
study, we discuss our data collection methodology. We emphasize
here that our study is observational with no direct engagement
with Twitter users 1.

To identify candidate depressed Twitter users for our study, we
first collected a set of terms commonly used in conjunction with the
word ‘depression’ from the depression glossary at www.webmd.com.
We then crawled the Twitter streaming API to extract a sample
of tweets mentioning any of these terms, only retaining tweets
from regions in the US. After filtering out user accounts providing
depression-related medical help, we identified candidate users men-
tioning such terms frequently. Within this subset we then focused

10SU’s Office of Responsible Research has determined that this study does not meet
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State University’s OHRP Federal wide Assurance #00006378.
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Table 1: Participatory Statistics of Users’ Ego Network. Mea-
sure values are averaged over all users for both the depressed
and normal classes, except for the median time of posting.

Type Measure Depressed | Normal
. No. of posts (daily) 5.84 7.95
Activity No. of posts (entire period) 2041.56 3145.88
Retweet rate (daily) 4.61 7.28
Retweet rate (entire period) 1366.54 2742.32
Mention rate (daily) 1.68 4.25
Mention rate (entire period) 359.78 1048.45
Median time of posting 11:51 pm | 5:36 p.m.
Regional entropy of ego-net 3.761 4.483
Specific | Size (1-hop) 1196 3215
ego-net | Size (2-hop) 210850 987098
proper- | Density (1-hop) 8.59x107° | 2.67x107°
ties Density (2-hop) 3.44x1077 | 1.41x1077
User clustering coeff (1-hop) 0.208 0.073
Eccentricity of user (1-hop) 4.4 2.6

on users who explicitly reported being on anti-depression medi-
cation; the names of pharmaceutical drugs typically used to treat
clinical depression in the US were obtained from a collaborator.
Fifty such users spread across the US were then identified as our
ground-truth depressed user class.

We next used a Twitter Streaming API-based crawler to collect
seven months worth of Twitter data, from July 2016 to January 2017,
consisting of the tweets of the above identified clinically depressed
users, their immediate or one-hop neighbors (a user’s followers
and followees i.e. friends on Twitter) and their two-hop neighbors
(the followers and followees of a user’s followers and followees
on Twitter). We also used this dataset to expand the depression
lexicon we constructed from www.webmd.com, to include social
media specific terms. For this, we trained a word2vec [23] model on
the Twitter dataset, extracted from it the top 500 words most likely
to be used in the context of the depression-related set of terms, and
added these to the depression lexicon. Further details of the Twitter
dataset are presented in Table 1.

For the control group of ‘normal’ (non-depressed) users, we
elected to randomly sample a group of a hundred users based in
the US. We explicitly sought to minimize any network interference
effects with any of our selected depressed users (i.e. the ego-net of
normal users we sampled had negligible overlap with depressed
users’ ego-nets), by discarding users who did not meet this criterion.
The overlap exceptions being highly popular users (such as rock
stars, famous sports personalities, major league teams etc.) who
may appear on both depressed users’ and normal users’ ego-nets.

We note that Table 1 shows some interesting differential statis-
tics between normal and depressed users in terms of the size of
respective ego-nets and activity levels. We will drill down on some
of these aspects in the subsequent sections.

3 METHODOLOGY

Informally, we seek to build a model to predict which users are
likely to become victims of clinical depression in the near future
based on their behavioral characteristics on social media, and to
also identify highly depressed users within a social network. We
would additionally like to answer the following question: Is the
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emotion of a depressed user on a social network a function of what
a user is exposed to (i.e. via a user’s immediate or one-hop neighbor-
hood), and a secondary function of what the user’s neighborhood
is exposed to (i.e. the user’s two-hop neighborhood)? As noted
previously, we focus on Twitter as the social network of choice.

3.1 Network Activity and Participation

Theory: Kawachi et al [19] have shown that depressed users tend
to cluster together. Lustberg et al [21] found a strong correlation be-
tween depression and insomnia, i.e. depressed users tend to be more
active online during the later hours of the night. Also, studies both
offline among college students [20] as well as on social networks
(Facebook) [24] have shown an increase in social media/internet
usage in victims of depression.

Analysis: Table 1 provides basic statistics regarding the online
activity of users of both classes on Twitter, as well as various struc-
tural features of their ego-network. We find that in line with social
and psychological research, the potentially depressed users typi-
cally exhibit more of nocturnal behavior than non-depressed class
users (see median time of posting). Such users tend to mention and
retweet other users in their posts less frequently than their non-
depressed counterparts, suggesting a lack of direct interaction with
other users. Though the overall activity of the depressed class users
is lesser than a non-depressed class user, a smaller percentage of
the posts tweeted by depressed users consist of simply retweeting
what others have said, as compared to normal users who retweet
others much more.

In addition, we computed the regional entropy of the depressed
users’ ego-network, using the algorithm by Compton et al [5] to
extract the location of each tweet. Interestingly, depressed class
users on Twitter have a slightly lower tweet location entropy than
the non-depressed class of users, suggesting that in terms of their
physical geo-location, people in a depressed user’s ego network are
closer to each other than those in a normal user’s ego network.

With respect to ego network characteristics, we observe that the
one-hop and two-hop networks of depressed class users are smaller
on average when compared to normal users. Their ego networks
tend to consist of multiple, tighter-knit clusters (hence the higher
density of the network), and the depressed users themselves seem
to be connected with a smaller fraction of nodes within their ego
network than the normal users. The eccentricity of a depressed
user is also significantly larger than that of a normal user within
their respective one-hop ego-networks, suggesting that normal
users tend to be more centrally located within the ego-network.
A somewhat surprising statistic is that in spite of having a lower
eccentricity value, the average clustering coefficient of depressed
users is quite a bit higher. The raison d’etre, as we shall demonstrate
shortly, is because of the homophily effect [33] — depressed users
tend to be clustered with other potentially depressed users within
their ego-net (see Figure 2).

3.2 Network Engagement and Experience

3.2.1
Theory: Leading sociologists and psychologists note that victims
of clinical depression tend to be socially isolated in an offline setting.
In a study, Joiner et al [18] tested whether depressed individuals

Network Responsiveness to User
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Figure 1: Percentage of ego-network reacting to a user, in the
form of mentions, retweets or replies, for both user classes.

would be affected by their non-depressed peers in one-on-one inter-
actions, and they found that victims of depression often receive from
their peers a negative or unfavorable response or rejection to their
constant seeking of reassurance, which in turn exacerbates their
depressed state of mind. The fact that depressed persons prefer to
associate with others who also tend toward depression (homophily)
was also concluded by Rosenblatt et al [33] through an experiment
with undergraduate students. They found that depressed people felt
worse than earlier after speaking with non-depressed people, but
not after speaking with similarly depressed targets. In yet another
study on adolescents, Hogue et al [15] conclude that as a result of
the ‘selection effect’, they tend to choose friends possessing similar
levels of internal distress.

Analysis: In order to examine whether the above ideas extend to
online social networks, we study basic network engagement effects
of the depressed and non-depressed users in our study. Figure 1
displays the percentage of the users’ ego-network reacting to the
user in the form of mentions, retweets or replies. This gives an
indication of the extent to which a depressed class user is able to
influence his ego-network. We observe that nearly half of the de-
pressed users have no or minimal impact on their network (network
response towards them is < 1%), while for roughly the other half,
5 — 15% of their network reacts to them in the form of replying to
them, mentioning them or retweeting their tweets. This implies
that the depressed user in these cases is engaged and able to exert
some influence on his ego-network. For normal users the level of
engagement is distributed between 0 — 15%. Certain depressed users
receive a significant amount of support from their ego network
(> 15%). The results here suggest that in the online setting while
some users tend to be socially isolated (agreeing with some of the
above offline studies), some of them are adequately engaged with
their ego-networks both in terms of participation (Table 1) and
engagement (Figure 1).

We next examine the relative position of a user with respect to
his/her network structure. We aggregate all the tweets made by
the depressed users and the users belonging to their ego-network,
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Figure 2: Visualization of selected users belonging to the depressed and normal class within their ego-net. The x and y axes
represent the 2 dimensions obtained from multi-dimensional scaling. The green points represent the ego-net while the red
point represents the user. The pink points represent the users in the ego-net of the depressed user, who have also been predicted
as depressed. The first two rows of plots belong to depressed users and the third row belongs to the normal class of users.

and obtain vector representations of each word in the tweets from
our pre-trained word2vec model (described in Section 2). For the
purpose of this evaluation, only original content posted by a user
or ego-net partner is levered; retweets are not considered in our
aggregation to avoid bias effects. After accumulating the vector
representation of each word for each user, we perform a dimension-
wise average of all the vectors to get a single high-dimensional
vector representation for each user. To visualize this, we use Multi-
dimensional Scaling (MDS) [22] with cosine similarity as a similarity
metric, to scale down the users’ feature vectors to two dimensions.
We depict this in Figure 2 for a subset of users belonging to both
classes. The x and y axes represent the two dimensions obtained
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from MDS. For each user plot, the green points represent the users
belonging to their ego-network while the large red point represents
the users themselves. We observe that the depressed users are like
outliers in their networks, at a significant distance away from the
core of their network. Multiple potentially depressed users tend
to cluster together (the pink points — more on this in Section 4).
The non-depressed class users in the last row of Figure 2 are more
centrally located and are similar to the other users in their network.

3.2.2 Linguistic Content (Pronoun) Analysis

Theory: Various studies have analyzed the linguistic style and
content associated with the text and/or speech of depressed individ-
uals [2, 16, 34]. These attest to the fact that depressed individuals

0.2
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Figure 3: Heatmap distinguishing linguistic pronoun usage of depressed users from normal users. Self-focused (e.g. T, ‘me’,
‘my’, ‘mine’) and group connotation pronouns (e.g. ‘our’, ‘we’) have the highest differential capability between the two classes.
In the interests of space, we present a representative sample of non-depressed and depressed users in this figure.

have a higher propensity towards self-focus, which translates to an
increased linguistic usage of personal pronouns associated with the
self such as T and its derivatives, and a reduced use of third-person
pronouns or those exhibiting collective connotation.

Analysis: In connection with the above findings, we explore the
linguistic style patterns of the depressed and non-depressed class
users in terms of the pronoun usage in their tweets. We first identify
the top pronouns that are most frequently used by the users of both
classes in their tweets. Figure 3 shows a heat map in which the
colorbar represents the frequency of the pronouns with respect
to the total number of unique words in the tweet vocabulary. In
this figure and subsequently, the usernames beginning with the
letter ‘n’ represent normal class users and those beginning with
the letter ‘d’ represent depressed class users. We observe perfect
separation of the users into two classes. We observe that the self
and negative connotation pronouns (the first ten pronouns on the
x-axis) are used relatively heavily by the users belonging to the
depressed class, and second-person pronouns such as ‘you’ or those
that denote group connotations such as ‘we’, ‘our’, ‘they’ etc are
hardly used by this class of individuals. This indicates that these
users are more inclined to talking about themselves in an isolated
manner, without including themselves with other people.

3.2.3 Content-based Emotion Analysis
Theory: Multiple analyses related to the spread of depressive symp-
toms were performed on a densely interconnected social network of
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12067 people as part of the Framingham Heart Study [10]. Depres-
sive symptoms were evaluated using CES-D (Center for Epidemio-
logical Studies Depression Scale) scores, and results confirmed that
both low and high CES-D scores (i.e. absence and presence of de-
pression in an individual) in a given period were strongly correlated
with the CES-D scores in the individual’s friends and neighbors,
extending up to three degrees of separation (one’s friends’ friends’
friends i.e. the three-hop neighborhood of an individual). Interest-
ingly, this study also confirmed that while positive emotions such as
happiness seem to spread across a social network (conditioned on
geographical location), negative emotions such as sorrow, anxiety,
distress or depression do not possess the same contagion effect i.e.
they do not spread across a social network. Studies in the literature
have also analyzed the affective valence associated with the text
and/or speech of depressed individuals, and have found the pres-
ence of negative emotional affect to a much higher degree in the
language of victims of clinical depression [16, 26].

Analysis: We first aggregate all the tweets that have been collected
for each user and their ego-network on a per-day basis. For the
purpose of quantifying the emotional strength within the textual
content expressed by users in their tweets, we use a tool called
SentiStrength [36] that is customized to detect positive or negative
emotion within short, informal texts characteristic to social media.

Figure 4 displays the distribution of average positive and neg-
ative emotion over the seven days of the week, for selected users
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Figure 4: Number of tweets with positive and negative emotions of users and their one-hop and two-hop networks, over days
of the week. The first row of figures is for the depressed class of users and the second is for the non-depressed class.
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Figure 5: Emotion scores of selected depressed class users and their one-hop networks over time (red represents the user’s
emotion and green represents the average emotion of the one-hop network). The brown regions show overlap between the
emotion of depressed users and their network. One unit of time on the x-axis corresponds to three actual days of user activity.

belonging to the depressed and non-depressed classes. The tweets
of the user as well as their network were first aggregated according
to the day of the week on which they were posted and then segre-
gated into positive and negative after averaging the predominant
emotion expressed in their content. The x-axis represents the day of
the week and the y-axis shows the number of tweets of the user or
their network expressing positive or negative emotion. We can see
from the stacked bar chart that for users belonging to the depression
class, the tweets expressing negative emotion heavily outnumber
the tweets expressing positive emotion. We do not observe any
significant relationship between the predominant emotion of a user
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and the day of the week, which largely agrees with social and psy-
chological research. On the other hand for individuals belonging
to the normal class, positive emotion is dominant and these users
seem to exhibit more negative emotion in their tweets on the ini-
tial working days of the week i.e. Mondays and Tuesdays, and as
they reach the end of the week their tweets grow more positive.
The average emotion expressed by users belonging to the one-hop
network as well as the two-hop network (not shown in the figure
for the sake of brevity) of both classes is largely positive.

We next analyze the temporal distribution of the overall emotion
expressed by the potentially depressed users and their ego-network
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Table 2: Cross correlation analysis of a selected representative sample of depressed class and non-depressed class users’ emo-
tion distribution over time with the users of their one-hop and two-hop network.

User [neg, pos] | 1-hop [neg, pos] | Corr 1-hop (Lag/Lead) | Time 1-hop (Lag/Lead) | Corr 2-hop (Lag/Lead) | Time 2-hop (Lag/Lead)
di[2 1] [-1, 3.5] 0.118 1 0.106 1
d5 [3, 1] [1, 3] 0.209 1 0.061 1
ds [3, 1] [2,3] 0.23 1 0.065 -1
d10 [-4, 1] [-15, 3] 0.282 1 0.132 1
di2 [-2, 1] [-15,3.5] 0.116 1 0.11 0
d14 [-2, 1] [1, 3.5] 0.078 1 0.06
di5 [3, 1] [-2,3] 0.213 1 0.128 0
d16 [-2, 1] [-15,3.5] 0.036 1 0.012 0
d21 [-2, 2] [1, 4] 0.017 1 0.031 -1
d22 [3, 2] [15, 4] 0.025 1 0.019 1
d24 [-2, 1] [-2,3.5] 0.186 1 0.177 -1

d25 [-3.5, 1] 23] 0.277 1 0.218 1
d29 [-4, 1] [-15, 3] 0.301 1 0.237 1
n0 [-2, 3] [1,5] 0.516 1 0.467 1
nl [1, 4] [1, 5] 0.628 1 0.818 1
n3[-1, 3] [-2, 4.5] 0.65 1 0.368 1
n5 [-2, 3] [1, 4] 0.51 0 0.579 1
16 [-1.5, 3] [1, 4] 0.78 1 0.76 1
n8 [-1, 3] [-1, 3.5] 0.517 0 0.511 1

(Figure 5). For this, we aggregate all the tweets made by a given
user as well as their ego-network over three-day intervals, not con-
sidering the days when the user does not tweet anything. As earlier,
we eliminate from consideration the retweets of a user. The x-axis
represents the timeline, where one unit on the x-axis corresponds
to three days, and the y-axis represents the average emotion score
for that duration. The red and green plots represent the emotion dis-
tribution of the user and his ego network respectively. As expected,
the emotion expressed by the depressed users is predominantly neg-
ative with some regions of positivity, whereas the overall emotion
of the users’ ego-networks is positive. The overlap in emotion of the
depressed users with their ego-net over time (the brownish colored
portions in the plots) is low. This confirms that a depressed class
user is not very likely to get influenced by the emotion prevalent
in their neighborhood, and tends to remain socially isolated, in line
with social and psychological studies.

We further strengthen our claim of the depressed sentiment of a
user not affecting or being affected by his/her neighborhood to a
significant extent. For this, we inspect the cross correlation between
the temporal emotion distribution of the users belonging to the
depressed and non-depressed classes with that of their one-hop and
two-hop networks (see Table 2). In order to compute this, as earlier,
we aggregated the daily tweets of each user and their network,
eliminated retweets, and the days when the user did not post any
tweets. We then computed the cross correlation values over time
with respect to the daily average emotion scores between the user
and those of his one-hop network (third column of Table 2), and
the user and those of his two-hop network (fifth column of Table 2).
We investigated if we could observe a temporal lag (indicating that
emotion permeates from the user’s ego-network to the user) or lead
(an emotion contagion from the user to his ego-network) associated
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with the highest cross correlation value (fourth and sixth columns of
Table 2). A positive value in the fourth and sixth columns represents
a lead while a negative value represents a lag. The parentheses in
the first two columns contain the range of the emotion score for the
users and their ego-net respectively, averaged over all their tweets.

The best correlation values of the depressed users’ aggregated
average emotion with that of their one-hop or two-hop network are
quite low (< 0.3), while they are much higher for the normal class
users (> 0.5 in most cases). We observe that for users belonging to
the depressed class, the average emotion scores range between —2
and —4, while for the ego-networks as well as normal users, they
are largely positive with slight negativity. Some normal class users
such as n0 and n5 are slightly more negative than others. We do
not find any significant evidence of a lag or lead in time between
the emotion of a user belonging to the depressed class and his ego-
network, indicating that the depressed users seem to be largely
isolated from and unaffected by their neighbors and/or network.
Normal users predominantly tend to lag behind their network i.e.
appear to be influenced by the emotion of their immediate neighbors
(average correlation value of > 0.5) within a day.

Finally, in order to evaluate the differences between the two
groups of users with respect to the various behavioral attributes
detailed above, we perform a test of statistical significance, shown
in Table 3. We find that the difference between the two groups is
statistically significant with respect to most attributes.

4 PREDICTIVE MODEL FOR DEPRESSION

Differential Analysis: Based on our investigation thus far, we
now conduct a differential analysis to identify features that can be
used to distinguish between the behavior of users that potentially
suffer from clinical depression and those that do not.
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Figure 6: Heatmap distinguishing behavioral features of depressed users from non-depressed users. In the interests of space,
we present results over a representative of non-depressed and depressed users (the same sample as Figure 3).
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Figure 7: Dendrogram of depressed and normal users based on hierarchical clustering of user features. In the interests of space,
we present results over a representative of non-depressed and depressed users (the same sample as Figure 3).

In Figure 6, we plot a heat map distinguishing online behav-
ioral features of depressed class users from non-depressed class
users. The y-axis shows a selected sample of users belonging to
the depressed and normal classes. We explore the following con-
textual, linguistic and structural and network engagement based
features representative to their behavioral identity on social me-
dia (displayed on the x-axis): average textual emotion expressed,
user clustering coefficient with respect to their one-hop network,
linguistic style (the proportion of self and negativity related pro-
noun usage in their text), average user activity (number of posts),
average number of mentions and retweets received by the user and
the regional entropy of their ego-network. All feature values have
been normalized using their z-scores, denoted by the colorbar.
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A differential analysis reveals similar feature trends among the
depressed class users, that depart from the trends observed for the
normal users. Depressed class users exhibit significantly negative
emotion in their tweets. They have a higher clustering coefficient
than their non-depressed counterparts in most cases. The propor-
tion of self and negative pronoun usage is notably higher in case of
the depressed class users. Depressed class users seem to be less ac-
tive overall than regular users. Further, the number of retweets and
mentions received by most depressed class users is clearly lower
than those received by the non-depressed class users, showing that
the depressed users don’t seem to have much of an effect on their
ego network. The ego-networks of depressed class users seem more
geographically co-located than those of the normal class users.
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Table 3: Two-sample t-test of significance comparing both
user classes (significant differences in bold)

Feature p-value
Average user emotion 0.000142
Clustering coefficient 0.05
Pronoun usage 0.004
User Activity 0.112
No. of mentions 0.00243
No. of retweets 0.00121
Location entropy of egonet 0.078

% of reaction obtained from egonet (Figure 1) 0.043
Correlation of user emotion with 1-hop network (Table 2) | 0.00713
Correlation of user emotion with 2-hop network (Table 2) | 0.00904

There are however some users (for example, d10 and d25 in
Figure 6) belonging to the potentially depressed class who are quite
different from the rest of their class members. They seem to be
more similar to the normal class of users in features such as activity,
mentions, retweets and network location entropy. They are more
active online and receive positive reinforcement from their network,
in the form of an increased number of mentions and retweets.

Building Predictive Models: Since the features identified above
discriminate quite well between the two classes of users, we utilize
them in order to predict depression in our two user classes. For
this, we first inspect how well these features are able to separate
the users into 2 classes using Ward’s method of agglomerative
hierarchical clustering [22]. Figure 7 shows this result for a sample
of 40 users in the form of a dendrogram, where the x-axis represents
the users and the y axis represents the distance between clusters.
We notice that users d10 and d25 who were identified as somewhat
distinct from the rest of their class in Figure 6, appear to be more
similar to the normal class of individuals here as well.

We subsequently construct a binary classifier using the above
identified feature set. We use the Gradient Boosted Decision Trees
classifier [11] along with 5-fold cross validation on the full dataset
of 150 users. The features distinguishing between the users of the
two classes in decreasing order of importance are: words expressing
negative emotion, self and group-focused pronouns, user clustering
coefficient, activity, retweets, mentions and location entropy. We
measure the performance of the classifier using the standard metrics
of accuracy of both classes, micro-F1 score and macro F1-score. We
achieve an accuracy of 0.9 for the depressed class users, a slightly
lower accuracy of 0.87 for the normal/non-depressed class of users, a
micro-F1 score of 0.9 and a macro-F1 score of 0.8901. Drilling down on
the results, we find that only 5 depressed users are misclassified as
normal. Of the misclassified normal users, we find that while their
tweets do not express depression, they still exhibit an increasing
use of words with negative emotions such as violence or anger.

We additionally use this classification model to predict whether
the ego-net of depressed users consists of other similarly depressed
users. This would further endorse the theory of clinically depressed
users tending to assemble together as a group. While we lack ground
truth, we show the users that have been classified as depressed
within the one-hop network by the pink colored points in Figure 2.
The originally depressed and the predicted depressed individuals
tend to cluster together with an average clustering coefficient of
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0.153, exhibiting some degree of homophily. Many of them are also
connected to each other based on their Twitter follower-followee
relationship. We validated that these users actually show signs of
depression by manually looking at their Twitter feed. We find our
results to correlate quite well with some of the social and psycho-
logical research described earlier. In addition, some other network
users who did not cluster together with the original depressed class
user are also predicted as depressed. As expected, these users are
quite far from the core of the network. Some cases (such as user
d5 in Figure 2) do exist who do not cluster together with other
similarly depressed users in their network.

5 RELATED WORK

As detailed in Section 3, several experiments have been conducted
and theories posited in the fields of social science, psychology, psy-
chiatry, medical science and linguistics in conjunction with the
onset and spread of clinical depression and its symptoms in in-
dividuals [2, 15, 16, 18-21, 24, 26, 34]. While the importance and
utility of such empirical research cannot be underestimated, a key
challenge associated with it is the difficulty in obtaining data per-
taining to specific individuals, as well as monitoring them for long
periods of time. Therefore in recent years, researchers have been
employing social networking websites in order to collect data as
well as study behavioral characteristics of people related to vari-
ous aspects of mental and psychological health. Social media has
been used to study dissemination of health information [14, 35], as
well as to gain key insights related to the spread of diseases and
their symptoms [6, 30]. Prior work [4, 6-9, 13] has also highlighted
the usefulness of social media in various issues concerning mental
health. Jelenchick et al [17] and Moreno et al [24] analyzed the
phenomenon of escalating signs of ‘Facebook Depression” among
users due to rising use of the social network Facebook. Changes
in mood and emotional state of individuals is reflected on their
social media profiles, according to multiple studies conducted on
Twitter data [1, 12]. Park et al [29] observed that people make
posts online regarding their depression and even treatment re-
ceived. Analyzing textual content of individuals has also proved to
be helpful in identifying signs of various mental disorders among
them [2, 16, 25, 28, 31, 34, 40]. DeChoudhury et al in [7] use social
media as a tool to study postpartum depression in pregnant women.
In another work [8], they leverage social media analysis to estimate
an individual’s risk of having Major Depressive Disorder (MDD).
Our work builds on these efforts, drilling down on emotional, lin-
guistic (self-focused pronouns) and location-based cues in addition
to standard activity patterns and features of the ego-network. We
study emotional contagion and temporal relationships between
depressed individuals and their ego network, as well as their ori-
entation in their network topology. Furthermore, we show how to
realize a practical and accurate classifier for potentially classifying
users who may be suffering from depressive tendencies by focusing
on seven high level features.

6 CONCLUSION

We perform an empirical study on Twitter to understand the on-
line behavior of potentially depressed users against a differential
control group of normal users. After building a lexicon of words
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regularly used in conjunction with clinical depression, we exam-
ine a wide range of social media related signals such as linguistic
style, emotional signals, user engagement, geo-location and net-
work topology to detect symptomatic cues of depression online.
We notice significant deviations in the behavior of depressed users
from the control group in the form of reduced and nocturnal online
activity patterns, reduced active and passive network participa-
tion, increase in textual negative emotion, distinct linguistic styles
(e.g. self-focused pronoun usage), highly clustered and tightly-knit
neighborhood topology, a slightly higher geo-location proximity
among ego-network members and little to no exchange of influence
among depressed users and their ego-network over time. Based
on these observations, we extract relevant features and build a
classifier to predict depression among individuals. It achieves an
F-score of 90%. Most of our empirical findings corroborate quite
well with theoretical literature from the social sciences, medicine
and psychology, suggesting that social media interactions may offer
a crucial diagnostic tool for clinicians.
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