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ABSTRACT
In this paper, we discuss the prevalence ofmisleading information in
health-oriented online social networks and discussion boards. With
increasing numbers of patients and caregivers browsing online for
insights into how to address their specific health problems, and with
a growing tendency to value the opinions of peers when making
choices about healthcare solutions, it is important for computer
science researchers to develop strategies that can be introduced to
enable each person to be better informed.

We begin with a brief report on some of the activity currently
observed in online communities. From here, we advocate the use
of trust modeling, an approach examined by artificial intelligence
researchers in the subfield of multi-agent systems. In particular, we
sketch some specific solutions to integrate, based on frameworks
that we have developed which have been validated as effective
in presenting beneficial messages to users. We conclude with a
view to the future, both with respect to refinement of our trust
modeling solutions, and with respect to engagement of government,
healthcare providers and individuals.
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changes; • Computing methodologies → Multi-agent plan-
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1 ONLINE SOCIAL NETWORKING FOR
HEALTH

1.1 Introduction
With the rise of the Information Age, many industries have expe-
rienced a shift to the digital world. Health and medicine are no
exception. Today, doctor consultations, diagnostic tools and even
health education exist online. As the trend of digital health becomes
more prevalent, an increasing number of patients and caregivers
choose to use online social networks and discussion boards in order
to connect with each other. Through social networks, people pro-
vide inspiration, exchange information and dispense advice. While
these networks can be empowering for users, inaccurate content
can also arise, spreading rapidly and causing harm.

In an ideal context one could imagine the existence of moderators
who are medical professionals, with sufficient capacity to monitor
all the activity in the network, resulting in a suitable reduction of
content. Failing this, users could perhaps simply check background
information shared by posters, and come to their own conclusions
about whom to believe. Navigation of these waters can, however,
be quite difficult.

We begin this paper with a section introducing two online social
networks1 for health, PatientsLikeMe and HealthTap. We observe
how participants interact within each of the networks, and then
discuss typical reactions to fraudulent content. Ultimately, we con-
trast the two networks, acknowledge some other valuable health
forums, and then reach a conclusion about the possible value of
introducing an automated intelligent trust modeling system into
these communities.

1.1.1 PatientsLikeMe Community. PatientsLikeMe is an online
social network of patients. Founded in 2004, this community pro-
vides a platform for patients with same disease or similar to con-
ditions to connect with each other and and to and share their ex-
perience. The participants in this community are encouraged to
give treatment advice, contribute their health data and share their
resources, as they believe such information would help others avoid
the repetitive trial-and-error treatment approach, and will speed
up the pace for researchers. Since 2016, PatientsLikeMe has grown
into a network of more than 400,000 members [1].

The three primarymethods for a user to interact are to contribute
their own health data, to participate in open forums or to publish

1By online social networks we mean platforms hosted on the web in order for peers
to connect with each other, posting and viewing comments. The term online social
networks is used in various research papers including [3] which connects the termwith
an “interactive portal" for “user engagement" resulting in “a community" to “discuss
and share information" on the web.
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journals. Contributing their own health data is an effective way for
patients to communicate with each other. PatientsLikeMe provides
a public profile for each user, so that the user can fill in their own
information. The profile covers a broad range of areas including
their basic information, their condition and symptoms, their treat-
ments and their opinions on effectiveness of the treatments. Since
the profiles are public to other users (except for the sensitive parts
of the personal information section), patients have an opportunity
to learn about diseases and treatments from others by viewing their
health data. These profile data have also benefited researchers by
accelerating clinical discovery, as claimed by a paper from 2011
[24]. Exchanging ideas in open forums is another effective way,
and also, the most direct way participants interact with each other.
PatientsLikeMe uses the information on your disease and symp-
toms to auto-enroll you into a forum with all other patients having
similar distress. In the forum, a user can view a number of different
topics and express their ideas by posting threads. In these threads,
some comments are found to be non-informative, as greetings or
inspirations (EX1 of Appendix A, while others are found to be facts
about themselves, like what have they been experienced (EX2 of
Appendix A). Some comments make suggestions on a general ap-
proach, like what to do to temporarily relieve the pain (EX3 of
Appendix A), while others make recommendations on a specific
medicine (EX4 of Appendix A). See Appendix A for examples of
each type.

Another way patients interact with each other is via journals,
as a place for patients to express their personal feelings. While
responses in forums are intended for everyone in the community,
commenting on others’ĂŹ journals is intended for a specific patient.
By having a conversion in a personal journal, patients can also
exchange ideas and make suggestions, just like posting threads in
a forum.

1.1.2 Credibility of participants of PatientsLikeMe. PatientsLikeMe
does not require one to sign up or sign in in order to see a patient’s
profile or general data on a type of disease, but it does require one
to sign in to view the forums and actively participate in the forums.
A user can sign in as a patient, a researcher or a clinician .

To sign up as a patient, PatientsLikeMe requires only an email
address. There is no validation check on the email address (an
example of a modern validation check would be to enclose a link in
an email to the email address, and instruct a user to click on the link
to complete the new user registration), and no further information
on the identity of the user is required. Therefore, the email address
serves only as a user name, instead of a type of identification.

Signing up as a researcher is much more restricted. Besides an
email address, the researcher “must have a PhD and be affiliated
with an academic institution” [2]. The sign up won’t succeed un-
less the researcher provides a link to the research and evidence of
credentials. Signing up as a clinician is also restricted. The clinician
needs to provide a valid professional license in order to complete the
registration. Compared to patients, the identification of researchers
and clinicians is checked more carefully.

Once a user has signed in, he/she can comment freely anywhere
in this community. The platform does not perform any relevancy
checks, spam checks or truth checks on the comments. A user

can potentially post a link to a malicious website, embed an ad-
vertisement in a comment, claim a misleading statement or give
some incorrect information, intentionally or unintentionally. Be-
sides a metric of profile stars in a range of zero to three showing
the amount of health profile information a user has shared, the
platform does not give any indicators for credibility2 measurement
on an account based on one’s identity and past activities. It might
be difficult for a participant to decide whom to believe or what to
believe, because all other participants and their postings appear
to be equally trustworthy3, or perhaps equally untrustworthy. Al-
though some participants might claim a user who participates more
might generally have a higher credibility and immunity from delib-
erate frauds, it is hard to believe that they are not suffering from
any misleading information and won’t unintentionally share that
information in the network. Foreseeably, introduction of a trust
modelling system to this platform would help users make better
decisions.

For patients in a health community, the most important postings
are ones that suggest to them a specific product, practice or therapy.
Luckily, not all patients use online social networks as their primary
information source. They will likely consult a doctor before they
take an action, so doctors can filter out some unwise suggestions
before they create harm to patients. In addition, the most lethal
fault of wrongful usage of prescription drugs is mitigated by a
well-developed drug regulatory system, so the impact of misleading
information on patients is reduced.

Researchers, on the other hand, focus more on the data generated
from the online social network. Since any registered user can pub-
lish his/her health data, an intentional contribution of misleading
data can create noise for medical research and data compilations.

1.2 HealthTap Community
HealthTap is an online social network of patients and doctors.
Founded in 2010, it provides a platform where patients can get
help from a large group of professional doctors. A patient can get
immediate, personalized answers from a bank of doctors via send-
ing online messages, or a patient can consult through a video chat.
By moving health services online, HealthTap aims to reduce inef-
ficiency in healthcare delivery and to improve healthcare access.
HealthTap is a commercial organization, and some of its services
have fees associated with it.

In HealthTap, interactions are between patients and doctors. A
patient cannot see the profile of another patient, or even know the
existence of another patient. The isolation of patients limits the va-
riety of method of interaction in this community. The two primary
ways patients can interact with doctors are receiving programs
about health issues and asking private questions.

Some doctors in HealthTap have a job of compiling health-related
readings. Depending on a patient’s interest and health condition,
they will release the programs to a patient from time to time. At
the same time, HealthTap shares news on health related topics to

2By credibility we mean the extent to which a statement made by a peer is considered
to be believable by the recipient, where a highly credible peer is one whose statements
are expected to be believable most of the time.
3Trustworthiness refers to an expectation of not being misleading or deceptive. Trust
modeling is a topic of study within the artificial intelligence subfield of multiagent
systems. We expand on this introduction in Section 2.
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patients on a regular basis. However, a user can only pick a topic
he is interested in viewing, but not to make a comment.

The most predominant way of interacting in HealthTap is to ask
questions to a doctor. The platform links a patient to a team of real
world doctors, who are specialized in the patient’ĂŹs condition, and
a patient can ask them questions at any time. Patients enclose their
questions in an online dialogue form, and they will get notified
once answers to the questions are received, just like how email
works. Notably, answers are all provided by professional doctors,
and are usually endorsed by several other doctors. All questions
on this platform are private, unless a question is considered by
HealthTap to be a frequently asked and model question and then
makes it visible to the public. Not surprisingly, HealthTap also does
not allow other patients to make comments under a public question.

Similar to PatientsLikeMe, signing up as a patient in HealthTap
requires only an email address, with no validation on the email
address, while signing up as a doctor requires a professional medical
license. Doctors are well identified and authenticated during the
registration steps. The response-and-endorse mechanism makes
the answers to the questions more robust. Due to the limitation of
interaction between patients, the credibility issue in HealthTap is
more controlled and less of a concern.

1.3 Some other online social networks on
health

There are many other social networks of health communities on
the Internet besides PatientsLikeMe and HealthTap. Two of them
include SubredditHealth and Patient.info. Notably SubredditHealth
is an open forum network used by 124,000 users on Reddit, and
Patient.info is the number one ranking by Google if searching with
keyword “patient forum”. Both of them are forum-styled networks,
more similar to PatientsLikeMe than HealthTap.

Our research has in fact revealed a fairly rich and varied envi-
ronment for patients and caregivers to connect in social media. In
Appendix B we display a chart of our current findings. We also
expand Appendix A to present additional examples of exchanges
we discovered in these networks, drawing attention to the fact that
concern over misleading information arises in a variety of current
contexts.

1.4 Conclusion
In some of the existing online social networks of health commu-
nities like HealthTap where patients only interact with doctors,
credibility issues are more controlled, and an introduction of trust
modelling system is perhaps not a priority. In other networks like
PatientsLikeMe where patients can interact among themselves,
some serious concerns have been raised on credibility of people
and trustworthiness of information. Foreseeably, research on trust
modelling can be of great value.

2 TRUST MODELING TO IMPROVE ONLINE
HEALTH NETWORKS

Trust modeling researchers in the artificial intelligence subfield of
multiagent systems are examining whether one agent (a trustor)
will trust another (a trustee), of value in directing the decision

making of groups of agents. This has been expressed as estimating
the probability that a trustee will perform as expected on a future
obligation. A predominant paradigm for performing this reasoning
is to use a beta probability density function [14] to anticipate future
behaviour based on prior knowledge. Trustors can be informed
by peers known as advisors, who supply opinions about whether
another peer is trustworthy or not, typically as a binary value,
necessitating a step where advisor trustworthiness is then also
modeled as well [23, 26].

We now introduce a few specific trust modeling frameworks
which show promise in assisting users of online social networks
for health.

2.1 Modeling Credibility of Messages
The CRED-Trust model of Sardana and Cohen [19, 20], aims to
address an issue that arises when peer advice is considered, within
contexts such as online social networks. If the credibility of a peer
is explicitly modeled and learned, over time, then this factor can
be combined with a representation of peer similarity, in order to
reason about whether a message should be shown to a user, or not.
The overall goal therefore is to decide, for each message, whether
to display it or not, as a kind of filter which may enable deflection
of misleading information. And this decision for showing messages
is predicated on the predicted benefit of that message, for this user.
This in turn is computed on the basis of α and β factors which are
integrated into a beta reputation function. The expected value of
what is referred to as a Beta density function is generated on the
basis of:

E[p] =
α

α + β

The probability of some event occurring in the future is deter-
mined on the basis of the number of positive previous occurrences
and the number of negative previous occurrences. The metric then
for trust modeling is to have high trust in an entity if one expects
positive outcomes in the future. Note as well that this allows trust
beliefs to evolve over time.

In certain online social networks, peers may react to messages
that have been posted. Predicted benefit of an annotation or com-
mentary on a message a peer is handled neatly by what Sardana
terms the LOAR model of Champaign and Cohen [5]: integrating
global reputations for an annotation with predicted local benefit of
the message, tempered by factors of similarity between the raters
and the user who is being assisted (the one for whom some mes-
sages may be filtered). The CRED-Trust model above respects the
same desire to reason about the contributions of peers when de-
termining message benefit. It also continues to offer a heuristic
solution that focuses on the factors of similarity and credibility. But
CRED-Trust allows for misleading “herd’ mentality to be overcome:
simply being similar and popular does not cause a message to be
shown. High credibility and low similarity (for example, the voice
of an established medical professional within a network) can now
be valued, for instance. This is achieved by CRED-Trust’s solution
of adjusting the α and β calculations as in the formulae shown in
Algorithm 1. Note that the Hamming ratio is a calculation derived
on the basis of the differences between the common ratings of two
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users, where a Hamming ratio of 0 means that the two strings of
values are identical and a ratio of 1 means totally different.

Algorithm 1: Delivering a predicted benefit using similarity
and credibility (CredTrust)
Input: The current user, u, his set of peers, P , their credibility

scores, cp ∈ {0, 1}, and their corresponding ratings for
the annotation in focus, rp ∈ {0, 1}

Output: Parameters α* and β* to a beta distribution
describing trust in the current annotation

1 α∗ = β∗ = 1 // At the start, user has a uniform

expectation about the message

2 foreach p ∈ P do
3 hup ←− computeHamminдRatio(u,p)

// Perform a Bayesian update after discounting

heuristic

4 if rp == 0 then
// Adjust the similarity weight by credibility:

5 α∗+ = hup · (1 − cp )
6 β∗+ = 1 − hup · (1 − cp )
7 else

// Dampen update by credibility

8 α∗+ = cp · (1 − hup )
9 β∗+ = cp · hup

10 end
11 end

As a quick summary, appealing to the CRED-Trust model in
order to evaluate the suitability of each message in an online social
network for a user would amount to: using similarity and credibility
in order to determine the α and β values, using those values in order
to calculate the predicted benefit of a message (on a scale of 0 to
1, where 1 is very likely to be beneficial) and then applying some
threshold in order to decide whether the message should be shown
(is above the threshold) or not, to that user.

The small example included in [19] sheds further light on this
process. Essentially, one can predict whether a new commentary
added to the network should or should not be shown to the user,
by performing an aggregate calculation of message benefit, based
on a series of messages already posted to the network by peers.

The CRED-Trust model is a valuable proposal to consider when
reasoning about whether a message is above a threshold of value
in order to display it for a user. This is known in part because that
model has been validated through extensive simulations which
measure Matthew’s Correlation Coefficient (a metric which aims
to ensure true positives, false positives, true negatives and false
negatives are all handled well). The plots from these simulations
are conducted in a setting where the ground truth (whether a user
likes or does not like a message) is known; converting a set of these
to test data instead of training data then allows one to determine
whether the algorithms produce desired results.

All of this is done, however, in a context where one is viewing
the actions of a peer, namely their rating of messages that have been
authored by others. It is the rating behaviour that the framework

ultimately models and reasons with, as it offers both a represen-
tation of the reputation of the new commentary and a prediction
about whether this kind of message will be of value to the user at
hand.

The context in which this framework may be of value is therefore
one where a user is able to view both messages from peers and also
ratings of those messages. If the social network does not support
a kind of thumbs-up or thumbs-down reaction from readers, then
in order to be reasoning with the ratings of others in the network,
one would have to imagine further processing, such as analysis of
messages written by readers in reaction to other posts, to conclude
whether the sentiment is predominantly negative or positive. Once
done, the rating of that peer can be inferred and Sardana’s model
can be applied in full. We return to a discussion of future directions
in Section 3.

2.2 Beyond Heuristic Approaches
Sardana critiques his own solution for message recommendation
based on credibility, labelling the approach as one that is derived
from “heuristics” for combining a representation of similarity and
credibility. While the CRED-Trust system is demonstrated to be
an improvement over other heuristic peer-based trust modeling
solutions such as the one derived for intelligent tutoring contexts
by Champaign and Cohen [5], that competitor is also designed
as a heuristic solution. One may be able to imagine additional
value to solutions inspired by intelligent tutoring, when used for
discussion boards aimed more at enabling a patient or caregiver to
progressivelymaster a course ofmaterial on a health topic. However,
there is also important improvement when one moves forward to
a solution predicated on deeper learning about the peers in the
environment. This is the intention of Sardana’s second framework,
referred to as Bayes-Trust [21].

Sardana himself explains this novel direction well, as one that
[18]: “... uses Bayesian learning to derive an observation function
that combines user features in a way that is statistically correct,
given the environment” and “incorporates a notion of user utilities
in order how to act on the basis of evaluated trust”.

The overall proposal is depicted as a Partially Observable Markov
Decision process where

• S = {good,bad} :: each message can be either “good” or
“bad”

• A = {recommend, reject, poll} :: the agent can choose to
recommend a message, to reject it, or to poll advisors

• O = {(rating, similarity, credibility)} :: if an agent polls for
advice, it receives an observation tuple consisting of the re-
ceived rating, the advisor similarity (as it appears in LOAR
), the advisor credibility, etc.

– In general, each observation tuple consists of features
that are (hopefully strongly) correlated with the un-
derlying message state. The similarity feature, for ex-
ample, measures the degree to which a user’s past
ratings agree with a given advisor’s past ratings in the
hopes that this feature has predictive value for future
ratings as well.
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– An assignment of values to an observation tuple cor-
responds to a row in a conditional probability table
(CPT) that reflects the probability of seeing a certain
trio of (rating, similarity, credibility) values given the
ground truth that a message is good/bad.

• T : P (s ′ |s ) :: the state transition probabilities (an iden-
tity function, since the underlying message state does not
change)

• Discount factor 0 ≤ γ < 1

• Infinite horizon h

• Ω : P (o′ |s ′,a) :: the probability of an observation given the
state and action

• R : A × S → R :: a reward function that encodes the
desirability of each state for a particular agent

To briefly summarize how this framework can be used to determine
whether or not to show a message to a user, one imagines that there
is an underlying state for each message (that it is either bad or good
to show the user) and we are progressively learning this. As one
receives advice from peers about a message, evidence builds about
whether this message truly yields a positive reward for this user,
and thus belief updates can be performed. Decision making agents
can then reason about whether the expected utility of showing this
message is greater than the expected utility of rejecting it, and with
a suitably high prediction of benefit to the user, that message might
be shown. The process is described in greater detail in Sardana’s
thesis [18].

The Bayes-Trust model has also been validated, this time employ-
ing data from real online social networking environments, Reddit
and Epinions, two settings where peers explicitly indicate their
ratings for messages. With truly vast numbers of messages and
peers, and even with only small subsets of peers actively involved
in posting or rating, the Bayes-Trust model works well, using re-
peated random subsampling. The plots measure MCC for the Reddit
context and mean average error for that of Epinions (where ratings
are not binary but instead on a scale of 1 to 5). Bayes-Trust’s per-
formance in both contexts is excellent, in comparison with coded
competitors (LOAR and BLADE (another Bayesian trust model,
developed by Regan et al. [17])).

A primary goal for future work with Bayes-Trust is to integrate
additional features, beyond similarity and credibility of raters. In
fact, being able to progressively learn the similarity and credibility
of message authors is most desirable. Here, we might imagine that
certain users have a stronger interest in certain kinds of content
or a more favourable reaction to certain kinds of message authors.
Future work can examine which features to represent and various
ways in which to derive values, through implicit modeling.

Readers interested in learningmore about the various approaches
being developed within the multiagent trust modeling community
are referred to such general references as [25], which includes
an excellent overview of multiagent trust paradigms, or a longer
exposition of various popular models [11]. Seminal models were

originally derived from examining the context of electronic mar-
ketplaces [26] though there has concurrently been an interest in
delving into the many facets required for modeling the peers [13].
The challenge to properly define the notion of trust is also made
clear through ongoing research into developing formal definitions
of the term [8, 9].

3 A LOOK TO THE FUTURE FOR TRUST AND
ONLINE SOCIAL NETWORKS FOR HEALTH

In this paper, we have provided some examples of online social net-
works currently being used to manage healthcare, by both patients
and caregivers. We have provided examples of postings in these
networks which suggest that it would be beneficial to reason more
carefully about which messages to show to each user. We have then
explained some solutions for the management of messages in social
networks which are based on trust modeling and which propose
to show only those messages that exceed a threshold of benefit
to the user. The models that we outlined were primarily intended
to function in environments where it is possible to be modeling
similarity, credibility and rating behaviour. A fairly lightweight
but easily constructed approach grounded in heuristic formulae
is available (CRED-Trust). An alternate framework which reasons
from first principles, in a Bayesian interpretation, is also an option
(Bayes-Trust).

For online social networks where healthcare is the topic at hand,
a few challenges remain in order to make progress. If we are to
imagine that not all messages will be shown to each participant,
then some kind of filtering algorithm will need to be in effect,
before a user is able to view any of the content. This arrangement
would need to be agreeable, at the very least, to the user who is
about to join the network and who is invested in being informed
more carefully about possible treatment options. User acceptance
of automated filtering options is therefore a topic for further study.

It is worth noting that an approach where credibility is modeled
simply on the basis of the role of the poster (e.g. medical professional
vs. caregiver vs. patient) can turn out to be too simplistic, so that
progressive modeling of trustworthiness really is of value. This
conclusion was reached in papers such as [4, 6] where at times even
thosewith professional stature turned out to be less expert in certain
topic areas. Thankfully, as explained in our description of current
social networks, at least some environments take important steps
to ensure that if a peer is labelled as a professional, that standing
is at least true. Examining more closely the challenges in blanket
acceptance of advice from medical professionals is also a valuable
topic for the future, for contexts such as HealthTap (certainly when
designing automated solutions).

In order to repurpose the specific trust models introduced in this
paper for the contexts of healthcare, the other primary hurdle to
overcome is to adjust those models to function well if the social net-
work has not been set up to support ratings. The ideal goal would
be to be modeling each message author and then each message as
suitably trustworthy, without any representation of ratings. Cer-
tainly there are many multi-agent trust models that do not assume
ratings of messages; these still focus primarily on assessing whether
each peer is suitably reliable or not, based on past behaviour. An
interesting approach that proposes to carefully combine private
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and public information is that of [26]. This model was designed to
operate in other contexts, however, such as electronic marketplaces.
Perhaps the most profitable step forward would be to continue to
ground the solution in the models of Sardana (designed for social
networks), but to imagine integrating additional calculations into
the algorithms. Examining how to move towards richer calcula-
tions, inspired by these starting points, is a suitably challenging
avenue for future exploration.

We are encouraged to learn, as well, that caregivers are trying
to leverage social networking as well, in order to support each
other and to learn from each other [10]. One could imagine a role
for trust modeling specifically aimed at these contexts, in order to
present the most relevant messages to each user. This is yet another
direction for future research.

Regardless, we feel that social networks are becoming second
nature for many online users and because of this we do need to
examine what kinds of healthcare information is being shared to-
day, and to look towards offering frameworks that can improve
those experiences for users. Simply having each user self policing
and using their own judgment when reaching conclusions from the
information that is present leaves the door open for some truly un-
desirable consequences. As such, we would like as well to see more
investment from governments to be running their own moderated
discussion boards, as part of the solution.

Other related work that is of value to examine, for efforts in the
future, include that of researchers who have been studying other
outcomes derived from online social networking for healthcare. For
example [15] are interested in mapping the topology of online social
networks, identifying leading influencers as part of the analysis of
opinion dynamics. The work of [7] is also interested in how the
healthy behaviour of users may be affected by the posts that are
prevalent within their online social networks. It would certainly
be interesting for future work to integrate a number of different
analyses of the network postings and the network participants in
order to continue to provide solutions that assist users in receiving
the most effective information for their healthcare management.
Finally, the research of [12] acknowledges the problem of conflicting
advice appearing in online health communities but suggests that
designing better approaches for interweaving patient and clinical
expertise may be the best step forward. They propose recognizing
long threads as possible flags of discord amongst participants, if
patients are expressing opinions on medical discussions. These may
then become a signal that health professionals should participate.
It may be useful to also incorporate these alternate methods for
identifying problematic scenarios.

There has also been a surge of interest, of late, in analyzing the
content posted to online social networks, with a view to addressing
flaming or even hateful comments, which are considered to be
unacceptable behaviour [16, 22]. This is a different concern with
the kinds of messages which may surface within the healthcare
discussion boards, as all such social gatherings are susceptible to
unacceptable content, if unmoderated. One conclusion is, again,
that there is important motivation for governments to offer some
moderated forums. Another is that it may be possible to imagine
expanding the analysis currently proposed here with respect to

trust modeling, to include other intelligent reasoning about the set
of posts, as part of an overall filtering proposal.
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A EXAMPLES OF EXCHANGES IN CURRENT
SOCIAL NETWORKS

The following are some examples found in the forums in Patients-
LikeMe community, with a focus on heart healthcare. We begin
with a screenshot showing a report (EX0) and then display below
some excerpts from postings viewed on the forum.

EX0: A report on Ibuprofen purposes and perceived effec-
tiveness

EX1: Non-informative comment:
“Hope you’re doing better today. Soft hugs and prayers.”

EX2: Comment on facts about themselves:
“I have been on amlodipine for quite a few years, typically 10mg.

Went down to 7.5 for quite sometime, but now back to 10. I do not
have any of those side effects. However, it is also not working real
well. I get a lot of BP readings around 150/70 etc. Can?t get the top
number down unless I go workout, run or swim distance; or sit and
relax for a long period of time, that sometimes work.”

EX3: Comment making suggestion on a general approach:
“I have been rolling it on a wooden foot massager and it seems

to be helping.”

EX4: Comment making suggestion on a specific medicine:
“Have you considered myoqinon CoQ10 to lower your blood

pressure naturally to avoid side effects? It also strengthens your
heart, increase heart function and reduces pro-bnp.”

We also found other interesting examples in different forums.
EX5 shows a thread on eHealthForum where users were building
a case, based on anecdotal evidence, that quitting smoking leads
to heart attacks. The example also shows a confused reader, who
cannot decide whether or not they should quit smoking. EX6 from
MedHelp shows two responses, to the same question about the
safety of cholesterol lowering drugs, that offer conflicting infor-
mation. EX7 was observed on Patient where a user can be seen
accepting advice from a stranger about taking an extra beta blocker
dose. Finally EX8, shows a user, worried about their health, receive
differing advice, which may result in different reactions of concern.

B STATISTICS ON VARIOUS HEALTH
FORUMS

Table 1 shows the results of our investigation of online social net-
works for health. It reports on the age of the forum, its activity
level, its most popular topics, and the different trust-related features
available.
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EX5: Anecdotal Evidence that Quitting Smoking Leads to
Heartattacks

EX6: Conflicting Advice on Safety of Cholesterol Lowering
Drugs
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EX7: Accepting Dosage Advice from Stranger

EX8: Differing Advice about Heart Attack
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